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Virtual technology of cache and data
real time allocation in cloud computing

data center1

Wenrong Bai2

Abstract. In order to develop a new technology used in data analysis and caching, a virtual
technology of cache and data real time allocation is proposed. As a new commercial computing ser-
vice model, users can obtain information services anytime and anywhere through cloud computing.
Cloud computing data center has thousands of physical nodes, the application of virtualization
technology allows the system to complete the dynamic migration between nodes and data re-
sources on-demand distribution, thus supporting the data center resources, cache and distribution.
However, with the expansion of cloud computing, the inherent dynamics of the system and the com-
plexity of management are gradually increasing. A heuristic cloud computing data center resource
management approach is proposed to reduce energy costs and ensure customer service quality. The
minimum migration strategy is used to keep the number of VMS transferred at a minimum. In
order to evaluate the improved algorithm comprehensively, the energy evaluation, SLA violation
rate, virtual machine transfer cost and average migration time are compared and analyzed. The
results show that the proposed RFFD method can reduce the cost of energy and reduce the cost of
virtual machine migration in the case of lower SLA violation rate. Based on the above finding, it
is concluded that this new real-time data distribution virtual technology plays an important role
in data caching and analysis of cloud computing center.
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1. Introduction

Cloud computing is a product of the integration of distributed computing, parallel
computing, grid storage and virtualization, and it has great commercial value. In
recent years, with the advent of the networked information age, cloud computing
has received widespread attention and rapid development as an emerging business
model. It is seen as the third wave of IT following changes in computers and the
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internet. However, virtualization is the key technology for cloud computing. Cloud
computing data center obtains a lot of advantages, such as flexible management,
high resource utilization and strong scalability, making the data center management
more convenient and efficient [1].

At the same time, with the rapid development of cloud computing, the surge of
energy consumption of basic equipment, such as network equipment and servers, has
led to high operating costs, resulting in serious resource and environmental problems.
Therefore, at this stage, the urgent problem is to develop new technologies to man-
age and optimize cloud computing data center resources. Sharkh studied resource
allocation problem in cloud computing center under network virtual environment,
and designed a new algorithm. Xiao Zhen used real-time migration technology to
dynamically manage and integrate virtual machine resources [2]. A resource man-
agement method for heuristic cloud computing, data center caching and real-time
data allocation based on frame is proposed around the theme of cloud computing
data center resource management. Through the evaluation and analysis of cloud
computing, data center structure, energy model and related performance indicators,
virtual machine management method based on frame is proposed after the improve-
ment of MBFD algorithm. Finally, the simulation is carried out in order to improve
the utilization rate of cloud computing data, liberate human resources and compress
management costs.

2. Experimental procedure

2.1. Cloud computing and data center for cloud computing

At present, the most authoritative definition of cloud computing comes from
American National Institute of Standards and Technology. Cloud computing is
a model of computing resources that can be independently controlled. Users can
access the resources in the model with a convenient, on-demand way via Internet.
These resources exist in a dynamically shared pool of resources and can be obtained
and released in a quick and intelligent manner [3]. Cloud computing is not a new
technology appeared suddenly, but gradually evolved by combining the traditional
computing technology and the network technology. As shown in Fig. 1, compared
with traditional computing technology, they are both continuous and distinct. They
are the aggregation of advanced computing and service technology.

Cloud computing can be divided into three categories from the service type. The
first is to provide services based on virtual infrastructure, that is, infrastructure ser-
vices (IaaS). The second is to provide software development platform based services,
that is, platform services (PaaS). The last one is the service that provides the ap-
plication software directly to the user, namely software service (SaaS). Because of
the diversity of cloud computing services, its architecture is relatively complex. As
shown in Fig. 2, from the bottom layer to the top layer, it can be roughly divided
into four layers: hardware resource layer, virtualization resource layer, management
component layer and service interface layer [4].

Data center (DC) is a complete set of complex facilities that include not only
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Fig. 1. History of cloud computing

the basic computer system and the physical equipment, but also the monitoring,
scheduling and security mechanisms responsible for its normal operation [5]. It is
the ultimate bearer of cloud computing services, providing basic support for cus-
tomer applications such as resources and services. The physical resources such as
computing, storage and network in data center are constructed into dynamically
adjusted virtual resource pools, so that the basic service units change from physi-
cal hosts to virtual machines. The automatic deployment, dynamic expansion and
on-demand allocation of cloud computing resources are realized. Users can access
cloud computing services on demand and out-of-the-box.

2.2. Overview of virtualization technology

Virtualization technology is the foundation of cloud computing, including net-
work virtualization, storage virtualization, server virtualization, desktop virtualiza-
tion, application virtualization, presentation virtualization. In general, virtualiza-
tion is an abstraction layer that separates physical hardware from the operating
system to provide greater IT resource utilization and flexibility. Processor, memory,
storage and network hardware resources are abstracted into standardized virtual
hardware. It is packaged in a hardware-independent virtual machine along with a
complete operating environment, including operating systems and applications. The
server virtualization principle is depicted in Fig. 3.

By using virtualization software, virtualized data center software abstracts the
underlying hardware device and the upper operating system, and manages the re-
sources using appropriate methods. Through virtualization, virtual can create mul-
tiple virtual machines on a server. At this point, the virtual machines are isolated
from each other, while the applications, operating systems and hardware devices are
encapsulated so that the system can be quickly backed up and deployed quickly.
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Fig. 2. Cloud computing architecture diagram

2.3. The system model of virtual cloud computing center

Starting from the basic composition of data center, the composition of data center
structure is analyzed. It mainly includes host, frame, cooling system and network
switch and other physical equipment. At the same time, the energy calculation
method of data center and the index of evaluating data center performance are put
forward. The energy cost of cloud computing data centers is divided into three
parts, namely, host, cooling equipment and network [6]. The energy cost of the host
is mainly generated by CPU, memory, hard disk and network interface, in which the
energy cost of CPU accounts for most of the total overhead. In order to calculate the
energy cost of the host more accurately, the energy overhead of the host is collected
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Fig. 3. Server virtualization principle

every 10% of the host CPU utilization from 0% to 100%, with a total of 11 nodes of
data. For hosts with CPU utilization falling at each 10% interval, a specific energy
cost can be calculated from the linear relationship

Pi = Ppre + (ui − opre)× (Pafter − Ppre)× 10 . (1)

In formula (1), Pi represents the host energy cost, and ui is the CPU utilization
of the host. Ppre represents the energy overhead of the previous node when the CPU
utilization is ui. Pafter represents the energy overhead of the latter node when the
CPU utilization is ui.

Let PTE, PAgr, and PCR represent the energy overhead of the rack upper-layer
switch, aggregation layer switch, and core routing, respectively. Then

PNet = PTE + PAgr + PCR . (2)

The total energy cost of the rack is PR =
∑n

j=1 Pj (n is the total number of
running racks), and the total energy cost of the host is PS =

∑m
i=1 Pi (m is the total

number of running hosts). The total energy cost of the cloud computing data center
can be expressed as

PDC = PS + PR + PNet . (3)

There are four main metrics for quantifying the performance of a virtualized cloud
computing data center, namely, energy overhead, SLA breach rate, virtual machine
migration cost and average migration time. The cost of energy is calculated as
described above. SLA violation rate refers to the ratio of the total time of all virtual
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machine SLA violations in the data center to the sum of the time the virtual machines
run. Let symbol n represent the number of virtual machines in the data center.
V iolateT ime(VMi) is the virtual machine SLA collision time, and Runtime(VMi)
is the virtual machine running time. Then

sla_violate_rate =

∑n
i=1 V iolateT ime(VMi)∑n

i=1 Runtime(VMi)
. (4)

Virtual machine migration costs is represented by the sum of all virtual machine
migration costs. It is related to the specific transfer cost of each virtual machine and
the selected destination node. When the destination node and the virtual machine
are in the same frame, the transfer cost is the number of migration. When not in the
same frame, the migration cost is multiplied by a constant K (the constant value is
higher than 1)

migrate_cost =

n∑
i=1

migrateCost(VMi) . (5)

Here, migrateCost(VMi) is the total cost of the virtual machine being migrated.
The average migration time of a virtual machine represents the average time spent
in the migration of the virtual machine. Symbol n is the total number of virtual
machine migration times.

Let migrateT ime(i) represent the time it takes to migrate. Then

average_migration_time =

∑n
i=1 migrateT imei

n
. (6)

2.4. Virtual machine management algorithm and improve-
ment

The core problem of virtualization cloud computing data center resource man-
agement is the migration of virtual machines and virtual machine placement. Vir-
tual machine migration will virtually increase the overhead of CPU and network
bandwidth. Therefore, the minimum migration strategy is adopted to reduce the
migration of the virtual machine [7]. The core idea is that the least amount of
the virtual machine is used to control the resource utilization of the host within
the threshold. The virtual machine placement problem is improved by the best fit
decreasing algorithm. First, the descending order is sorted according to the MIPS
required by the virtual machine, and then the best placement host is found from
the resource utilization higher than the threshold lower value and the host set below
the threshold upper limit. If there is no host that meets, it is searched from the
collection of hosts whose resource utilization is below the threshold. If there is no
host that conforms, a host is turned on and the virtual machine is placed on it. On
this basis, virtual machine placement algorithm based on frame is proposed. First, a
lower limit is set for rack utilization. When the rack utilization is below the thresh-
old, all virtual machines on the rack are migrated. After that, the host on the rack
is turned off, and the rack itself and the network device are used to save energy.
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It is assumed that Vj is the set of virtual machines allocated on host j, and ua(v)

represents the proportion of CPU allocated to virtual machine v. The purpose of
least migration strategy is to find the set Vmm ∈ Vj that satisfies the formula

Vmm =



{
V
∣∣V ∈ Vj , uj −

∑
v∈V ua(v) Tu, |V | → min 〈uj Tu〉

Vj 〈uj Tu〉 ,

∅ 〈other〉 .

(7)

In order to evaluate the performance of the resource management method pro-
posed in the virtualized cloud computing data center, the rack components were
expanded in the simulation platform. At the same time, five algorithms of MBFD,
IMBFD, RFFD, R & D virtual machine placement algorithm, NURBN (non-low
load rack optimal node algorithm) and NURMG (non-low load rack minimization
interval algorithm) are implemented [8]. Simulation experiments are conducted to
verify the performance of different algorithms in terms of energy cost, SLA viola-
tion rate, virtual machine transfer cost and average migration time. Meanwhile, a
comparative analysis is carried out.

3. Results and discussion

3.1. Total energy cost evaluation

Figure 4 compares the total energy costs of five different virtual machine re-
source management methods for MBFD, IMBFD, RFFD, NURBN, and NURMG,
while Fig. 5 shows the total transfer cost of data center virtual machines. Compared
with the MBFD algorithm, the energy utilization rates of IMBFD, RFFD, NURBN
and NURMG have been improved by 1.7%, 8.1%, 6.3% and 10.1% respectively.
The RFFD, NURBN and NURMG can achieve a relatively large increase in effi-
ciency because these rack-based virtual machine management methods can reduce
the number of racks running, thereby reducing the cooling system and rack en-
ergy costs [9]. With the increase of the number of virtual machines, the improved
MBFD algorithm is more efficient than virtual machine placement algorithm based
on frame, especially the rack based virtual machine placement method, which makes
the energy saving more obvious.

3.2. Cost analysis of virtual machine migration

Both NURBN and RFFD have the preference to migrate virtual machines to rack
hosts whose frame load is greater than the threshold limit. This reduces the number
of racks that load is below the threshold, thus reducing the migration of the virtual
machine. As a result, the cost of their virtual machine migration is reduced by
2.7% and 0.2%, respectively, compared with MBFD. With the increasing number
of virtual machines, the cost of IMBFD, NURMG and NURBN transfer is in a



194 WENRONG BAI

Fig. 4. Comparison of energy cost of data center under different resource
management methods

Fig. 5. Comparison of total transfer cost of data center virtual machines under
different resource management methods

relatively stable state with the MBFD contrast. On the contrary, RFFD increases as
the number of virtual machines increases, and the cost of virtual machine migration
decreases further.

3.3. Comparison of service grade contract violation rate

As shown in Fig. 6, NURMG has the highest SLA violation compared to other
methods. Because it minimizes the distance between the host’s resource load and
the set host load upper limit, it is easy to cause SLA violation because of changes in
the resource load. NURBN attempts to find the destination host on the rack where
all the resources load is greater than the threshold threshold. This can reduce the
number of hosts, but also lead to relatively high host resource load. Therefore, com-
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pared with RFFD, its SLA violation rate is still much higher [10]. With the increase
of the number of virtual machines, the SLA violation rate of resource management
method proposed by MBFD has been improved and the range of increase is in a
steady state with sufficient resources. Figure 7 compares average migration time of
data center virtual machine under different resource management.

Fig. 6. Comparison of data center SLA violation rates under different resource
management methods

Fig. 7. Comparison of average migration time of data center virtual machine
under different resource management

3.4. Calculation of average migration time of virtual ma-
chines

The virtual machine placement algorithm based on frame can reduce the average
migration time of the virtual machine. Because these algorithms first look for the
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destination node on the rack node which is not below the threshold, thus increasing
the probability that the virtual machine migrates to the frame. It takes less time
for virtual machines to migrate between nodes within the rack. In these methods,
RFFD has the least average migration time. With the increase of the number of
virtual machines, the average migration time of virtual machines is relatively stable
relative to MBFD.

RFFD is the best choice from the comprehensive performance of energy cost, SLA
violation rate, virtual machine transfer cost and average migration time. Because
the RFFD algorithm preferentially puts the virtual machine on the other physical
nodes of the frame. If the other nodes of this frame cannot place the virtual machine,
it is arranged in descending order according to the utilization ratio of the rack, and
then the first frame for placing the virtual machine can be selected. This not only
reduces the number of racks, but also reduces the virtual machine migration costs
and average migration time.

4. Conclusion

Aiming at the technology of data center cache and real-time data allocation
in cloud computing, a heuristic cloud computing data center resource management
method is proposed. The structure and energy calculation model of cloud computing
data center are analyzed. The least migration strategy is used to screen the virtual
machines, and the number of VMS is guaranteed to be the least. Then, in view of
the placement of virtual machines, a virtual machine placement algorithm based on
frame is proposed according to the improved heuristic algorithm. By comparing the
performance of several algorithms, the results show that compared with the previous
methods, the proposed heuristic cloud computing data center resource management
method reduces the energy consumption in the case of guaranteeing low SLA collision
rate.

Due to the complexity and complexity of cloud computing resources, there are
many influencing factors besides the energy cost, SLA breach rate, migration cost
and average migration time, which need to be considered in the management of cloud
computing data center. Subsequent research can improve the virtual machine migra-
tion progress and access to better cloud computing data management performance.
At the same time, it can improve the stability of the system in order to develop the
virtual technology in the cloud computing data center for further application.
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